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AI in Cybersecurity — 
a CISO’s Perspective
By Dena De Angelo

As AI technology matures and 
proves its worth, it is set to revolu-
tionize the way security profession-
als approach their roles and respon-
sibilities. This is not hyperbole, yet 
rather a credible assessment of the 
daily outcomes experienced in our 
own security operations and with 
our customers who benefit from de-
ploying our AI-driven solutions. In a 
candid interview with Niall Browne, 
CISO of Palo Alto Networks, we ex-
plored the profound impact of arti-
ficial intelligence on the current and 
future landscape of cybersecurity.

AI's Journey in Cybersecurity

While AI is not a novel concept, its 
full potential is finally becoming 
a reality with the democratization 
of tools, such as generative AI. As 
such, there has been a noticeable 

shift as AI has seemingly entered 
the mainstream, available to anyone 
with access to a keyboard and an  
internet connection. And Browne en-
visions even more tectonic changes 
on the way.

Adversaries are already contin-
ually examining the tools used by 
organizations and exploring ways 
to leverage AI to compromise their 
targets. This battle will remain a 
nonstop game of cat-and-mouse for 
the next 5 to 10 years. Both defen-
sive and offensive teams are con-
stantly recalibrating their strategies 
and techniques, trying to one-up 
each other, but this game will look 
different as AI evolves.

AI-powered adversaries don’t have 
the same limitations as humans. 
They never sleep or take breaks. 
They don’t get distracted. They can 
move at machine speed. They can 
multitask in ways humans can’t. 
AI can exploit vulnerabilities, move 
laterally, and compromise multiple 
targets simultaneously, posing a sig-
nificant threat to organizations.

We have seen similar changes in fi-
nancial markets with high-frequency 
trading, where technology advance-
ments led to millisecond interac-
tions. In a world of AI, cybersecurity 
will transition from humans dealing 
with threats over days to AI handling 
them in milliseconds.

Bolstered by AI’s capabilities, ini-
tial compromises to data theft are 
possible in hours now. Coordinat-
ed wide-scale attacks are happen-
ing concurrently. And, attackers 
are increasingly showing a deep 
understanding of how business 
processes work. This all leads to an 
unprecedented increase1 of security 
events and breaches. The relentless 
advancement of technology, cou-
pled with the creative minds of ma-
licious actors, paints a potentially 
grim picture for the cybersecurity 
landscape. Attacks are already in-
creasing in “speed, scale and sophis-
tication”2  according to Wendi Whit-
more, SVP, Unit 42.

That said, Browne sees an inflection 
point occurring right now where AI is 
being applied effectively to detect and 
respond to cyberthreats before they 
can cause harm. This transformation 
is akin to the paradigm shift that oc-
curred when organizations embraced 
cloud computing. Browne elaborates 
on that comparison:

“The power of AI will be trans-
formative for cybersecurity teams. 
We're now seeing the real potential 
for AI to detect attacks as they occur, 
and then to help the systems recover 
from those same attacks. I am cer-
tainly seeing there's a huge under-
taking from cybersecurity teams to 
start embracing AI, similarly to the »

https://www.cnn.com/2024/01/17/investing/jpmorgan-fights-off-45-billion-hacking-attempts-each-day/index.html
https://www.foxbusiness.com/video/6345067101112
https://www.foxbusiness.com/video/6345067101112
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journey 6 or 7 years ago, when enter-
prises started embracing the move to 
the cloud.

I think AI will totally transform 
the way cybersecurity teams operate 
within their organization, from the 
security operations center, to appli-
cation security teams, and beyond.”

Understanding the Importance 
of Metrics in Security

Looking at the current state of tech-
nology, Browne details key perfor-
mance metrics for evaluating the ef-
fectiveness of AI-powered solutions 
in cybersecurity. Metrics are crucial 
to understanding how to improve 
processes and where there are secu-
rity gaps. But, he dismisses the idea 
of mean time to close as a top metric, 
comparing it to call center practices 
where the aim is to quickly end calls. 
Instead, he prefers to focus on metrics 
related to systems and AI capabilities:
•	 Percentage of Systems Logged 

and Data Ingested: Tracking 
how much data is ingested from 
various systems.

• 	False Positives and True Posi-
tives Rates: Ensuring a balance 
between accurate alerts (true pos-
itives) and avoiding unnecessary 
alerts (false positives).

• 	Mean Time to Detect: The time 
taken to detect an incident once 
it occurs. Browne’s goal is a swift 
10-second detection time.

• 	Mean Time to Respond: Mea-
suring how quickly the security 
team responds to an incident, aim-
ing for a 10-minute response time.

These metrics enable organiza-
tions to assess the efficiency and 
effectiveness of their cybersecurity 

operations. Browne also highlights 
the ease of comparing these met-
rics when transitioning from legacy 
SIEM (security information and 
event management) systems to AI-
based SIEM, allowing for clear ROI 
calculations. Palo Alto Networks 
Cortex XSIAM®3 is quickly demon-
strating its prowess in handling 
data that can be ingested and inte-
grated to feed machine learning, an-
alytics and automation. With a SOC 
that ingests over 1 trillion events per 
month, nearly 40 billion per day, 
and intelligently groups and ana-
lyzes alerts, resulting in only eight 
incidents a day on average in need 
of human investigation.

“In the case of Palo Alto Networks, 
we use XSIAM and we leverage that 
on a day-to-day basis to go through 
approximately 75 TB gigabytes of 
data. And, that's allowed us internal-
ly to achieve a result of a mean time 

to detect of 10 seconds, and then a 
mean time to respond of 1 minute.”

The Exponential Growth of AI 
in Cybersecurity

With the advent of AI and more auto-
mation, there is a shift away from tra-
ditional, four-tiered SOC structures, 
where human analysts handle most 
tasks, toward a model where AI takes 
over the initial triage and analysis.

Browne agrees with this evolution 
and shares that, in his vision, the low-
er tiers of a SOC (Tier 1, 2 and 3) will 
be primarily AI-driven, while human 
analysts will focus more on Tier 4 
tasks. At Palo Alto Networks, Browne 
notes that we've eliminated lower 
SOC layers, creating a more dynamic 
workforce of specialists. This shift al-
lows SOC analysts to concentrate on 
more engaging and valuable tasks, 
like threat hunting, ultimately lead-
ing to higher levels of job satisfaction 
and lower levels of attrition. »

https://www.paloaltonetworks.com/blog/2023/11/xsiam-2-0-continuing-soc-transformation/
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As organizations increasingly em-
brace AI for cybersecurity, we are wit-
nessing a profound transformation 
across various facets of the industry:

AI Data Concentration Risk: 
Internal AI systems will have access 
to a treasure trove of highly confiden-
tial information. This data concentra-
tion risk will ensure that AI becomes 
the top target for hackers. As such, 
organizations will need to deploy 
significant resources to ensure these 
AI systems are deployed and secured 
appropriately, from the start. To add 
to the complexity, some AI security 
controls may be nascent, and as such, 
compensating controls will become 
critically important.

Shift Left for Security: The con-
cept of “shift left” in security em-
phasizes addressing vulnerabilities 
at the earliest stage of the develop-
ment process (i.e., before they are 
introduced.) With AI assistance, de-
velopers can receive real-time feed-
back on potential security issues, 
leading to more secure code and 
infrastructure. This shift left ap-
proach ensures that security is not 
an afterthought but an integral part 
of the development process.

Security Operations Transfor-
mation: AI is poised to have the most 
significant impact on security oper-
ations. Security operations centers 
(SOCs) are currently overwhelmed 
by the sheer volume of alerts and in-
cidents. AI-driven solutions can sift 
through vast amounts of data, prior-
itize threats, and significantly reduce 
false positives. This enables SOC 
teams to focus on high-value tasks, 
such as threat hunting and research, 
as opposed to low-value alerts. In fact 

the Palo Alto Networks SOC spends 
just a third of their time on alerts, en-
abling them time to focus on much 
higher value work.

Reshaping Security Analyst 
Roles: With AI handling routine 
tasks, security analysts can evolve 
into high-value resources. They can 
dive deep into data analysis, threat 
intelligence and proactive threat 
hunting, driving overall security 
maturity within organizations.

The AI-Driven Future Looks Bright

Browne predicts that AI will trans-
form the cybersecurity landscape 
in the next few years, delivering 
value that exceeds expectations. It's 
not just about potential; it's about 
real-world applications. AI is set to 
become an indispensable tool in the 
security arsenal, exponentially im-
proving efficiency and effectiveness.

Imagine a world where AI serves 
as a co-pilot to developers, offer-
ing real-time guidance on secure 
coding practices. Envision security 
operations teams with drastically 
reduced alert fatigue, focusing on 
the most critical threats. Picture a 
security landscape where the attack-
er's job becomes exponentially more 

challenging due to AI-powered de-
fenses. It’s a future ripe for possibili-
ties, and Palo Alto Networks is leading 
the charge with AI-driven products 
such as Cortex XSIAM and the whole 
Cortex suite of products.

AI is not just a buzzword but a 
tangible force shaping the future 
of cybersecurity. As organizations 
adopt AI-driven security solutions, 
they will experience a significant 
transformation in their security 
posture. With AI as a co-pilot, we 
are on the cusp of a more secure 
digital world, riding shotgun with 
some pretty cool tools. And as tech-
nology advances, defenders and or-
ganizations must adapt rapidly to 
stay ahead of the ever-more-sophis-
ticated adversaries they face.

AI
Company Policy

AI

AI

AI

AI

AI

1
Document all of your
internal AI risks.

© 2024 Palo Alto Networks, Inc. A list of our trademarks in the United States and other jurisdictions can be found at 
https://www.paloaltonetworks.com/company/trademarks.html. All other marks mentioned herein may be trademarks 
of their respective companies.

3000 Tannery Way, Santa Clara, CA 95054 
Support: +1.866.898.9087 
www.paloaltonetworks.com

AI is poised to deliver unprecedented security for 
organizations. However, it can also introduce 
unwanted risks. CISOs should address the following 
five steps before fully embracing AI.

Create an inventory of how your 
organization uses AI, including any 
areas that it could make you 
vulnerable to attack—such as data 
privacy, security, and compliance. 
Outline risks and mitigation 
strategies in a comprehensive risk 
assessment document.

2
Know the ins and 
outs of AI data.
Understand the types of data AI 
systems use—including sources, 
processing techniques, and 
storage methods. Get familiar 
with security standards and 
data privacy regulations to 
establish AI data boundaries 
based on data classifications. 

3
Gather information 
on broader AI risks.
Do other organizations and AI 
systems put you at risk? For 
example, where does Zoom send AI 
meeting summaries? Can that 
AI-powered HR chatbot access 
confidential information? 
Answering questions like these 
helps to safeguard your data and 
inform risk management strategies.

5
Develop a company 
AI policy.

Using this checklist, create 
standards for the safe, ethical 
deployment and use of AI. Provide 
transparency and accountability 
to make sure everyone in your 
organization is aware of 
expectations and responsibilities. 

At Palo Alto Networks, our security platforms 
combine the industry’s highest-quality data with 
deep AI and cybersecurity expertise, providing 
an AI-powered defense. Find out why we’re the 
right choice for cybersecurity in the age of 
AI—and whatever comes next.

Want to know more about deploying AI for cyber 
resilience? Read When It Comes to Cyber 
Resilience and AI, Be Sure to Stretch the Limits 
of Your Imagination.

4
Create a list of 
approved AI services.

Evaluate each AI service's security, 
privacy features, and regulation 
compliance. Consider cost, ease of 
use, and integration with existing 
systems. Then clearly 
communicate which AI services 
your organization can use—and 
which ones should be avoided.

CISO’s AI Journey 
Checklist

Delve into how AI 
can bolster your 
cybersecurity.

Click the QR code above to view 
a CISO's AI Journey checklist 

 Dena De Angelo is a 
content marketing 
manager at Palo  
Alto Networks
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https://www.paloaltonetworks.com/cortex/cortex-xsiam
https://www.paloaltonetworks.com/cortex/whycortex
https://www.paloaltonetworks.com/resources/infographics/ciso-ai-checklist
https://www.paloaltonetworks.com/resources/infographics/ciso-ai-checklist


C Y B E R  P E R S P E C T I V E S   |   P A L O  A LT O  N E T W O R K S

6Table of Contents

What Is Precision AI?
Precision AI™ is Palo Alto Networks 
proprietary AI system. It helps se-
curity teams trust AI outcomes by 
using rich data and security-specific 
models to automate detection, pre-
vention, and remediation with in-
dustry-leading accuracy.

Precision AI by Palo Alto Networks 
incorporates the best AI capabilities:
•	 Machine learning (“ML”): Built 

into many of our products for 
more than a decade, ML allows our 
security applications to become 
more accurate at preventing, pre-
dicting, and remediating security 
problems by using precise, defined 
historical and current data as input 
to predict novel situations.

• 	Deep learning: This helps us 
build predictive models to antici-
pate and detect security issues in 
real time by learning from massive 
amounts of security data.

• 	Generative AI (“GenAI”): We use 
GenAI to enable our tools to “speak 
human,” simplifying UX and sum-
marizing large volumes of threat 
intelligence. We do this through our 
copilots, which, built on our own 
highly controlled datasets, reduce 
mean time to resolution (“MTTR”).

Artificial intelligence has quickly 
become the most disruptive tech-
nology innovation since cloud com-
puting. Organizations of all types 
and across all industries are racing 
to use AI to achieve competitive 
advantage, accelerate product de-
velopment, improve productivity, 
reduce costs, and redefine many as-
pects of their business.

AI also opens up a veritable Pan-
dora’s box of new cybersecurity 
vulnerabilities. Cybercriminals are 
already using AI to scale and accel-
erate attacks, circumvent existing 
security controls, and improve exist-
ing attack methods such as phishing 
and prompt injection attacks.

This is just the tip of the iceberg. 
As AI becomes more widely adopted 
as a business tool, it will exponen-
tially expand the attack surface and 
give criminals new vectors to target. 
Cybersecurity teams are already re-
sponding to incidents of adversarial 
AI used to poison data or write ma-
licious code. Expect cybercriminals 
to continue being innovative in us-
ing AI to strengthen and sharpen 
their attacks. CISOs are increasing-
ly concluding that the only way to 
fight AI is with AI. But traditional 
approaches have fallen short due to 

factors like inconsistent data quality, 
security silos, and a skills gap caused 
by a lack of individuals with exper-
tise in both AI and cybersecurity. A 
new AI-first approach is needed.

Precision AI Capabilities

Precision AI by Palo Alto Networks 
is the next generation of AI used 
explicitly for cybersecurity. Pre-
cision AI is a proprietary system 
that builds on traditional AI/ML ap-
proaches but customizes it for secu-
rity. Specifically, Precision AI brings 
high-resolution capabilities to cyber 
defenders by centralizing and an-
alyzing data with security-specific 
models to help defenders automate 
detection, prevention, and response. 
Security has now transitioned to a 
data problem, requiring data with 
Precision AI to stop rapidly evolv-
ing bad threats in real time. By trust-
ing Precision AI, security teams can 
confidently automate and achieve 
security outcomes faster.

The Key Elements of Precision 
AI: Data and Models

Data

Effective security requires a very high 
volume of security-specific data. Palo 
Alto Networks leverages one of the 
industry's largest footprints of tools 
and capabilities deployed across var-
ious sectors and verticals. We can ob-
serve even more adversarial events 
with each additional customer, giv-
ing all customers better security out-
comes. We collect and analyze the 
most data of any pure-play cyberse-
curity leader in the industry, which 
we use to protect us all better. For se-
curity, resolution becomes a function 
of seeing data across: »

https://www.paloaltonetworks.com/cyberpedia/what-is-machine-learning
https://www.paloaltonetworks.com/cyberpedia/generative-ai-in-cybersecurity
https://www.paloaltonetworks.com/content/pan/en_US/cyberpedia/what-are-adversarial-attacks-on-AI-Machine
https://www.paloaltonetworks.com/content/pan/en_US/cyberpedia/what-are-adversarial-attacks-on-AI-Machine


A R T I F I C I A L  I N T E L L I G E N C E

7 Table of Contents

• 	Attack types: Gathering data on 
cyberattacks varies significantly 
based on targets, platforms, and 
more.

• 	Threat actor activity: Develop-
ing threat actor profiles based on 
methods across tools, techniques, 
and procedures across our entire 
customer base.

• 	Sectors: Identifying the type of 
attacks that are unique to specific 
geographies and verticals.

• 	 Data history: Storing time-stamped 
information about the above data 
provides a compounding advantage.

• 	AI-generated attacks: Identifying 
when attackers use AI/ML or GenAI 
attacks to develop malware, phish-
ing attacks, deep fakes, and more.

Models

To be useful in cybersecurity, Pre-
cision AI must be as close to 100% 
accurate as possible to find every 
true attack and avoid alerting on 
false positives. The only way to get 
there is to use security-specific com-
binations of AI techniques. While 
ML and deep learning are the core, 
Precision AI also takes inputs from 
GenAI-generated attacks to train de-
fensive capabilities further.

Additionally, we combine the in-
telligence and findings of our ex-
pert security research teams into 
these models, creating features that 
leverage machine intelligence and 
domain expertise. The Precision AI 
proprietary system takes the best 
techniques from all forms of AI 
and intelligently combines them to 
get the right outcomes—detecting 
attacks, zero days, breaches, and 
more—while also rapidly helping 
fix issues.

How Palo Alto Networks 
Platforms Use AI

Palo Alto Networks has been a pioneer 
in integrating ML and AI capabilities 
into its products and workflows. On 
a typical day, we use more than 1,300 
AI models to analyze millions of new 
telemetry objects globally. Each day, 
we detect approximately 1.6 million 
new and unique attacks that weren’t 
there the day before and block about 
8.6 billion attacks.

Precision AI is, in conjunction 
with the platform model, the cor-
nerstone of the Palo Alto Networks 
approach to cybersecurity transfor-
mation. The AI-first platforms that 
Precision AI powers include Strata, 
Prisma Cloud, and Cortex.

Strata

Strata™ is a network security platform 
that uses AI to stop zero-day and mu-
tated threats in real time, accurately 
identify new devices that have never 
been seen, and proactively improve 
security posture to prevent network 
disruptions. Precision AI powers 
Strata in the following ways:
•	 The industry’s first ML-powered 

next-generation firewall and 
cloud-delivered security services 
to stop unknown zero-day attacks, 
enabling cyber teams to go beyond 
signature-based threat detection 
and block the most evasive threats.

• 	IoT security uses a patented, 
three-tiered ML learning model 
to identify new devices accurate-
ly. This enables cyber teams to 
understand risk better and apply 
security policy based on the prin-
ciple of least privilege.

• 	Tools such as Strata Cloud 
Manager and Strata Copilot to opti-
mize security posture, predictively 

identify potential disruptions and 
use generative AI to help cyber 
teams understand their top security 
priorities using natural language.

Prisma Cloud

Prisma® Cloud is a comprehensive, 
AI-driven platform that secures ev-
erything from code to cloud. It en-
ables cybersecurity teams to effec-
tively operationalize tooling, scale 
security to match DevOps velocity, 
and protect AI infrastructure from 
compromise. Precision AI powers 
Prisma Cloud in the following ways:
• 	Prisma Cloud Copilot to stream-

line product setup and trouble-
shooting by automating tedious 
tasks and simplifying the cre-
ation of customized queries, dash-
boards, and reports.

• 	AI-infused security to automati-
cally detect attack paths, intelli-
gently prioritize risk management, 
discover complex breaches using 
tools such as APIs and Kubernetes, 
and enable auto-generated reme-
diation such as infrastructure as 
code (IaC) templates.

• 	Vulnerability scanning across the 
AI supply chain, monitoring and 
filtering malicious prompts, AI 
data protection, and enforcement 
of least privileged access. With 
Prisma Cloud, organizations can 
use Precision AI against adversar-
ial AI by detecting and blocking 
attack paths, such as denial-of-
service attacks on an LLM.

Cortex

Cortex® is a platform for security op-
erations, empowering cyber teams 
with AI-infused detection, investi-
gation, automation, and response 
capabilities to stop threats at scale 
and accelerate incident remediation. »

https://www.paloaltonetworks.com/cyberpedia/what-is-iot-security
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Precision AI powers Cortex in the 
following ways:
• 	Continuous collection, stitching, 

and normalization of raw data, 
not just alerts. Hundreds of out-of-
the-box AI models connect alerts 
and provide the complete picture 
of an incident in one place, en-
abling better detection, analysis, 
and response.

• 	Cortex Copilot, an AI copilot, sim-
plifies how analysts gather infor-
mation and take security actions in 
Cortex XSIAM (Extended Security 
Intelligence and Automation Man-
agement). This includes risk-relat-
ed actions such as investigation 
and automatic response, as well as 
operational tasks such as smart as-
signment of analysts to incidents.

• 	Attack surface management, in-
cluding the ability to continuously 
scan the internet, uses ML models 
to continuously map the attack 
surface and immediately reduce 
attack surface risks with built-in 
automated playbooks.

• 	Accurate detection and preven-
tion of incidents using behavioral 
analytics and more than 1,300 
AI models. Alert grouping and 
AI-based incident scoring con-
nect low-confidence events into 
high-confidence incidents that are 
prioritized based on overall risk.

Benefits of Precision AI

Products powered by Precision AI 
enable cybersecurity teams to be fast-
er and more precise in responding to 
all types of attacks in real time, and it 
eases the burden on humans by giv-
ing them new levels of intelligence, 
analytics, and automation to do their 
jobs more efficiently. With Precision 
AI, cybersecurity teams can combat 

the latest threats, simplify security, 
and secure AI infrastructure.

Combat the AI-Driven Threats

Hackers use adversarial AI to im-
prove phishing, scale attacks, create 
new attacks, and target vectors. Pre-
cision AI empowers organizations 
to evolve to real-time, autonomous 
security to stop advanced threats, 
improve MTTR, and address opera-
tional challenges. As AI becomes a 
more powerful weapon for adver-
saries, Precision AI by Palo Alto Net-
works enables cyber teams to antici-
pate and prevent new attack vectors 
in real time.

Simplify Security

Cybersecurity teams are already un-
der enormous pressure, and organi-
zations still face a shortage of people 
with important skills. Precision AI by 
Palo Alto Networks has the potential 
to revolutionize how practitioners in-
teract with their security toolset. This 
improves access to information and 
insight, suggested actions, and less 
time spent trying to navigate user in-
terfaces or consult product documen-
tation. With products powered by 
Precision AI alleviating humans from 
many tedious tasks, cyber teams can 
be far more productive and effective.

Secure AI by Design

AI infrastructure represents a new 
and potentially crippling vulnerabil-
ity. Attacks such as data poisoning or 
using AI to write malicious code are 
new vectors that are difficult to iden-
tify using traditional security tools 
and techniques. Products powered 
by Precision AI enable cybersecuri-
ty teams to protect AI infrastructure 
from compromise, using AI models 
to secure the entire AI roadmap.

Precision AI: Key Takeaways

AI is ushering in a new era of cy-
bercrime and cybersecurity, and it is 
all happening at an extraordinarily 
rapid pace. Cybersecurity teams 
face new challenges that must be ad-
dressed quickly, efficiently, and com-
prehensively. These include:
• 	Gauging the impact of AI on busi-

nesses, employees, and customers.
• 	Understanding how their cyberse-

curity strategy needs to evolve.
• 	Quantifying incremental cybersecu-

rity risk as a result of AI adoption.
• 	Implementing governance and 

compliance models for AI.
• 	Understanding how adversaries 

are leveraging AI to circumvent 
security.

• 	Deploying AI-based solutions that 
deliver real-time results with pre-
cision and accuracy.

It is an understatement to say a lot 
is at stake—everything is at stake. 
Hackers are already using AI to 
great effect in phishing, malware, 
and DDoS attacks.

If organizations are to harness 
AI's vast potential to transform 
their businesses, they must be able 
to use AI safely and defend against 
attacks using AI. They must be pre-
cise in preventing, detecting, and 
responding to attacks.

The Precision AI system is de-
signed specifically for a new era of 
AI-first cybersecurity to help organi-
zations combat the latest threats in 
real time. Precision AI simplifies se-
curity and enables organizations to 
secure new AI-related projects and 
infrastructure.

https://www.paloaltonetworks.com/cyberpedia/what-is-attack-surface-management
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Accelerating Real- 
Time Security 
Outcomes with 
Precision AI
By Rob Rachwald

New capabilities enable customers 
to counter AI with AI, secure AI by 
design and simplify security.

AI Is already transforming every en-
terprise. AI has been driving produc-
tivity for over a decade, but over the 
past 18 months, it has hyper acceler-
ated with broad adoption of genera-
tive AI. This has fueled AI adoption 
across the entire enterprise with em-
ployees finding uses for GenAI in ev-
ery department. AI is revolutionizing 
our business world – how we defend 
against threats, the attacks lobbied 
against us, and the skills we must have 
to manage the new frontier. To help 

our customers combat new threats 
while also leveraging the promise of 
efficient security, Palo Alto Networks 
is introducing Precision AI™.

What Is Precision AI?

All of the existing and new capa-
bilities of Palo Alto Networks are 
powered by Precision AI. Built on 
the world’s largest security dataset 
among pure-play cybersecurity lead-
ers, Precision AI combines machine 
learning's predictive accuracy and au-
tomated remediation with the acces-
sibility of generative AI for instant, 
accurate and trustworthy security 
outcomes. Our approach to AI, deliv-
ered with platformization, reduces 
risk while simplifying operations, so 
you can focus on your business.

What Does AI Mean for 
Cybersecurity?

AI is creating a security inflection 
point. First, security teams can finally 
have the ability to analyze their data 

and put it to work. By analyzing tera-
bytes of data, AI can transform cyber 
defense by recognizing and blocking 
attacks in real time. According to a 
study by Deloitte:

“The benefits are evident in the 
forecasts of the global AI in cyberse-
curity market size, which was evalu-
ated at US$17.4 billion in 2022 and 
is expected to hit around US$102.78 
billion by 2032, growing at a CAGR 
of 19.43% between 2023 and 2032.” 1

Second, threat actors are inno-
vating with Adversarial AI, which 
means defenders have to rethink de-
fense. With the quick and pervasive 
uptake of AI in the enterprise, there’s 
a dark side that creates serious se-
curity risks, including data leaks, 
threats to the software supply chain 
with third-party code, reputational 
risk and the exposure of confidential 
information. Attacks will accelerate, 
scale and create new attacks. Brit-
ain’s GCHQ report warned: »
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“AI lowers the barrier for novice 
cybercriminals, hackers-for-hire and 
hacktivists to carry out effective ac-
cess and information gathering opera-
tions. This enhanced access will likely 
contribute to the global ransomware 
threat over the next 2 years.” 2

More broadly, we see a fast in-
crease in social engineering, deep-
fakes, phishing and new attacks, 
like the software supply chain.

How Should Security  
Teams React?

CISOs and security teams need to 
react and secure their enterprise AI 
transformation:
• 	Defend Against AI-driven Attacks 

– Identify and block AI-generated 
attacks.

• 	Secure Employee Usage – Invento-
ry AI usage, protect data and apply 
policy controls across apps and us-
ers.

• 	Secure AI Development – Securing 
code and the AI software supply 
chain.

• 	Reduce Complexity – Siloed data, 
long response times and ever-chang-
ing products bring overhead for se-
curity teams.

How Does Palo Alto Networks 
Provide Security Protections 
for AI?

Palo Alto Networks has incorporat-
ed AI within our products for more 
than a decade – a heritage that pre-
pares us for scale and automation. 
But with GenAI’s fast-increasing 
footprint, we’ve also innovated with 
new products to help defenders de-
fend with new capabilities.

Strategically, Palo Alto Networks 
has aligned our AI security ap-
proach with the three essential en-
terprise use cases:

Countering AI with AI

Only ML-powered, real-time protec-
tion can stop adversarial AI, using 
AI in an adversarial way to attack 
enterprise networks and data. Palo 
Alto Networks has been innovating 
AI-powered defense to identify and 
block AI-generated attacks, especial-
ly to detect and prevent acceleration 
of polymorphic threats. All of the 
Palo Alto Networks product port-
folios – Strata, Prisma Cloud and 
Cortex – provide near real time de-
tection and threat prevention with 
behavioral analytics and ML mod-
els. Strengthening our Palo Alto 
Networks product portfolio, we are 
introducing Advanced DNS Secu-
rity, the industry’s first real time 
prevention of DNS hijacking and 
other takeover attacks, using inline 
AI-powered analysis of DNS traffic.

Secure AI by Design

Protect enterprise apps that leverage 
AI models.

Prisma Cloud AI-SPM helps or-
ganizations discover, classify and 
govern AI-powered applications. 
Also, AI-SPM provides visibility 
into the entire AI ecosystem, in-
cluding models, applications and 
resources, to reduce the risk of 
data exposure and compliance 
breaches. By identifying model 
vulnerabilities and prioritizing 
misconfigurations, it will improve 
the integrity of the AI security 
framework with key capabilities:

• 	Automatically discover all AI mod-
els, agents and associated resources 
for visibility of AI-powered applica-
tions and sensitive data involved.

• 	 Identify model misconfigurations 
and supply chain vulnerabilities to 
reduce model and application risks.

• 	Continuously monitor and imple-
ment proper governance controls 
around AI usage.

• 	 Integrate with AI Runtime Security 
to give your security teams the abil-
ity to secure your entire AI applica-
tion ecosystem at runtime.

• 	 Unit 42 AI Security Assessment 
provides expert guidance to secure 
AI-enabled application development.

Secure Enterprise AI Usage  
at Runtime

Securing Enterprise AI usage (em-
ployees using Enterprise AI apps) 
requires new levels of visibility and 
control to inventory and sanction AI 
usage and protect data, AI apps and 
AI models. Palo Alto Networks is in-
troducing new tactics to help secure 
this new attack surface:
• 	AI Runtime Security – Protects En-

terprise AI Applications and LLMs 
from emerging attacks at runtime. 
Secures business AI ecosystems dis-
covering, detecting and preventing 
cyberattacks with operational ex-
cellence by deploying AI Runtime 
Security that protect runtime AI ap-
plications, models and datasets.

• 	AI Access Security – A compre-
hensive, cloud-delivered security 
solution that enables employees 
to safely access GenAI applica-
tions by eliminating data and se-
curity risks. It helps enterprises 

»

https://www.paloaltonetworks.com/network-security/ai-runtime-security
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understand and secure employee 
access to, and usage of, both sanc-
tioned and shadow AI.

• 	Unit 42 AI Security Assessment 
– Proactively address AI threats 
with expert guidance on secure 
employee usage of generative AI 
and hardening of AI-enabled ap-
plication development.

Simplifying Cybersecurity

Palo Alto Networks is introducing 
powerful copilot capabilities to rev-
olutionize how customers respond 
to the latest threats across network, 
cloud and security operations. Le-
veraging the largest dataset among 
pure-play cybersecurity leaders in 
the world, new copilots leverage 
GenAI to simplify security, deliv-
ering rich insight paired with the 
most accurate security outcomes in 
the industry, powered by Precision 
AI. This greatly reduces the time re-
quired for our customers to perform 
key management tasks, get answers 
to questions, and ultimately take ac-
tion. Learn more about Precision AI.

This article contains forward-look-
ing statements that involve risks, un-
certainties and assumptions, includ-
ing, without limitation, statements 
regarding the benefits, impact or per-
formance or potential benefits, impact 
or performance of our products and 
technologies. These forward-looking 
statements are not guarantees of fu-
ture performance, and there are a sig-
nificant number of factors that could 
cause actual results to differ mate-
rially from statements made in this 
article. We identify certain important 
risks and uncertainties that could 
affect our results and performance 
in our most recent Annual Report on 

 
Rob Rachwald is the 
director of portfolio 
product marketing at 
Palo Alto Networks

1.	 Charife, Tamer, and Michael Mossad. “AI in 
cybersecurity: A double-edged sword.” Deloitte, 2023.

2.	 “The near-term impact of AI on the cyber threat.” 
National Cyber Security Centre, 24 January 2024.

Predict attacks
with Precision.
Prevent attacks
with Precision.
Every new threat helps us stop them faster.
This is Precision AITM by Palo Alto Networks.

LEARN MORE

Form 10-K, our most recent Quarterly 
Report on Form 10-Q, and our other 
filings with the U.S. Securities and 
Exchange Commission from time-to-
time, each of which are available on 
our website at investors.paloaltonet-
works.com and on the SEC's website 
at www.sec.gov. All forward-looking 
statements in this article are based 
on information available to us as of 
the date hereof, and we do not as-
sume any obligation to update the 
forward-looking statements provided 

to reflect events that occur or circum-
stances that exist after the date on 
which they were made.

https://www.paloaltonetworks.com/precision-ai-security
https://www.paloaltonetworks.com/precision-ai-security
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Achieving Operational Outcomes 
— Insight Is Not Enough

Although we don’t always like to face 
the statistics, mean time to detect 
(MTTD) and mean time to respond 
(MTTR) continue to be the metrics 
that don’t lie. Copilot solutions need 
to go beyond delivering timely in-
sight, to helping security professionals 
ensure these numbers are trending 
steadily down. This means that cyber-
security copilots need to contribute in 
tangible ways to alert prioritization, 
remediation recommendations and 
even orchestrated counter measures 
upon human review and approval.

Palo Alto Networks —  
Leading in AI Through Our 
Platform Approach

Palo Alto Networks has announced 
powerful copilot capabilities to rev-
olutionize how customers respond 
to the latest threats across network, 
cloud and security operations. Pow-
ered by Precision AI, copilots leverage 
the largest cybersecurity dataset in the 
world among pure-play cybersecurity 
leaders. They simplify security by de-
livering rich insight paired with the 
extremely accurate security outcomes. 
New copilots present a powerful addi-
tion to Palo Alto Networks’ extensive 
AI capabilities. This translates into 
direct operational advantages for our 
customers including a reduction in the 
time required to perform key manage-
ment tasks, faster answers to security 
questions, and ultimately a reduction 
in mean time to respond (MTTR).

Copilots in 
Cybersecurity — 
Realizing the Promise 
of Precision
By Paul Kaspian

There’s been a dramatic leap forward 
in what’s possible around Precision 
AI, and security professionals are 
looking for ways to leverage these 
advances in meaningful ways. Early 
instances of copilots within the cy-
bersecurity industry left many prac-
titioners uneasy, as demos and proof 
of concepts returned erroneous or 
even offensive responses to standard 
security-related questions. Relevancy 
and precision have become the most 
critical characteristics to the success 
of GenAI within cybersecurity.

For vendors, this means gain-
ing access to high volumes of 
high-quality data, applying this 
data to AI models in meaningful 
ways, and having the in-house ex-
pertise to ensure the expected out-
comes make sense. When applied 
in these ways, GenAI will have a 
tremendous impact on cybersecu-
rity operations and outcomes as 
we know them. AI introduces the 
ability to ask questions in a natural 
language, producing operational 

advantages across the board. For 
example, operations can spend 
less time pouring through product 
documentation, leading to faster 
identification and remediation of 
critical vulnerabilities.

Supercharging Security Teams

With highly relevant, accurate an-
swers, security teams will become 
dramatically more effective. Copilots 
have the potential to dramatically 
reduce perfunctory manual process-
es – from pouring through product 
documentation to metric and mile-
stone gathering for the board. When 
done right, they have the ability to 
surface the most important security 
tasks, explain why they are critical, 
and more importantly, expedite fix-
ing the issue.

This could be remediating a vul-
nerability, reining in overly per-
missive access controls or quickly 
thwarting an active attack. This 
also leaves experienced security 
professionals to focus on advanced 
security tasks – threat hunting, red 
teaming, proactive planning and 
other high-value activities. At the 
same time, this also makes less expe-
rienced team members more effec-
tive by increasing their productivity 
and flattening the learning curve by 
using natural language to eliminate 
the need for deep tool expertise.

Paul Kaspian is a 
principal product 
marketing manager 
focusing on Zero  
Trust and AI at Palo  
Alto Networks 
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online sources to gather data about 
an organization. This data can in-
clude personal details, affiliations, 
connections and other valuable in-
formation that can be used to plan 
and execute a cyberattack.

• 	Enhance Social Engineering – 
Gone are the days when you could 
spot a phishing email because of 
some grammar or spelling issues. 
By using generative AI chatbots, 
threat actors can craft highly pol-
ished phishing emails, webpag-
es and other content to increase 
the probability of tricking a user. 
This will continue to contribute 
to social engineering being one 
of the top threat vectors1 used in 
cyberattacks.

• 	Develop Malicious Code – 
Threat actors can use AI tools to 
create malware and other code, 
even if they don’t have coding 
skills. Many AI tools today offer 
the capability of modifying or 
creating code by providing sim-
ple instructions or input. Threat 
actors can create custom scripts, 
develop new malware variants 
and continuously evolve their 
toolkits to avoid detection and 
become more effective.

• 	Automated Vulnerability Ex-
ploitation – AI can be used to 
automate the process of discover-
ing and exploiting vulnerabilities 
in applications or systems. By le-
veraging machine learning tech-
niques, threat actors can quickly 
identify weaknesses and launch 
targeted attacks at a large scale.

• 	Deepfake Attacks – AI-gener-
ated deepfake videos, images or 
audio recordings can be used to 
manipulate or deceive individuals. 

Counter AI Attacks 
with AI Defense
By Joshua Costa

While artificial intelligence (AI) tech-
nology has been around for a while, 
there is no arguing that it has become 
mainstream over the last year. When-
ever new technology becomes main-
stream, everyone looks for ways to use 
it to make their lives easier at home 
and work. While the rapid adoption 
of AI technology has certainly im-
proved how we run our businesses, 
it has also created new opportunities 
for cyber threat actors.

Adversaries are increasingly uti-
lizing AI to launch faster, broader 
and more effective cyberattacks. 
As a result, it is crucial for organi-
zations to respond in kind by har-
nessing AI in their cybersecurity 
defense strategies. Precision AI by 
Palo Alto Networks is our propri-
etary AI system that helps security 
teams trust AI outcomes by using 

rich data and security-specific mod-
els to automate detection, preven-
tion and remediation.

The Use of AI in Cyberattacks

Cyber threat actors are always look-
ing for the path of least resistance to 
carry out their attacks. For example, 
they repurpose malware and often 
use off-the-shelf toolkits like Cobalt 
Strike and Brute Ratel C4 to exploit 
weaknesses and take malicious ac-
tions with minimal effort. This same 
pattern of behavior has been ob-
served with new AI technology. As 
new AI tools hit the market, threat 
actors are increasingly using them 
to automate and enhance various 
attack vectors.

Here are some ways cyberthreat 
actors are using AI:
•	 Conduct Reconnaissance – 

cyberattacks often start with a 
threat actor gathering information 
about their potential targets. Using 
AI, they can scrape publicly avail-
able information from websites, 
social media platforms and other »

https://unit42.paloaltonetworks.com/unit42-incident-response-report-2024-threat-guide/


C Y B E R  P E R S P E C T I V E S   |   P A L O  A LT O  N E T W O R K S

14Table of Contents

components of a cybersecurity 
strategy. AI can analyze diverse 
security data sources in real-time 
to identify emerging threats and 
anticipate potential attack vectors. 
This may include leveraging ad-
versarial AI techniques to gener-
ate and learn about attacks, so that 
defenses can be continuously im-
proved. By leveraging AI for pro-
active defense, organizations can 
stay one step ahead of adversar-
ies and mitigate risks before they 
turn into full-blown attacks.

Implementing these strategies today 
will strengthen an organization’s 
ability to effectively detect and stop 
cyberattacks.

Future Trends and 
Recommendations

Looking ahead, the role of AI in cy-
berattacks and defense is expected 
to grow even further. Threat actors 
will continue to refine their AI-driv-
en attack techniques, demanding 
constant innovation in cybersecurity 
strategies. To stay ahead of AI-driven 
threats, organizations should priori-
tize the following recommendations:
•	 Invest in AI-powered cyberse-

curity solutions: Organizations 
should allocate resources to im-
plement AI-powered defense sys-
tems that can adapt to evolving 
threats in real time.

• 	Collaborate and share threat 
intelligence: Sharing threat in-
telligence with industry peers 
and security communities can en-
hance collective defense against 
AI-driven attacks.

Threat actors can exploit AI tech-
nology to create convincing fake 
content, potentially causing rep-
utational damage or facilitating 
broader cyberattacks.

• 	Prompt Injection – Generative 
AI tools can be vulnerable to 
prompt injection attacks,2 where 
a threat actor is able to manipu-
late the output generated by the 
tool. By getting these tools to an-
swer questions in an unintended 
way, threat actors can use prompt 
injection to gather sensitive in-
formation and even execute mali-
cious code.3

All of these techniques enable 
threat actors to carry out attacks 
faster and more effectively. The 
consequences of these attacks can 
be severe, ranging from financial 
losses and data breaches to reputa-
tional damage and operational dis-
ruptions. Moreover, the rapid evo-
lution and adaptability of AI-driven 
threats make them particularly chal-
lenging for traditional cybersecurity 
measures to combat effectively. As a 
result, organizations are facing an 
unprecedented level of risk, neces-
sitating a proactive and adaptive 
approach to cybersecurity defense. 
They must respond in kind by lever-
aging AI to counter adversarial AI.

How Organizations Can Use AI 
to Counter Cyberattacks

To effectively counter AI-driven cy-
berattacks, organizations must har-
ness the capabilities of AI for their 
cybersecurity defense strategies. 
Implementing AI-powered security 
tools and strategies is a crucial aspect 
of countering cyberattacks.

There are some key ways orga-
nizations can leverage AI in their 
cybersecurity programs:
•	 Threat Detection & Analysis – 

One key area where AI can make 
a substantial impact is with threat 
detection and analysis. AI-pow-
ered security tools can analyze 
vast amounts of data in real time, 
enabling the rapid identification 
of anomalous activities and poten-
tial security incidents. By leverag-
ing machine learning algorithms, 
organizations can detect patterns 
indicative of cyberthreats and take 
proactive measures to mitigate 
risks. These tools can provide re-
al-time response capabilities, auto-
matically adapting their defenses 
to emerging threats.

• 	Automated Security Opera-
tions – AI-powered security tools 
can automate security tasks, such 
as onboarding data sources, stitch-
ing disparate alerts and enriching 
security details. AI can also assist 
in automating incident response 
actions by rapidly analyzing and 
correlating security events, identi-
fying the extent of the incident, and 
suggesting appropriate response 
actions. This reduces the burden 
on security teams, improves effi-
ciency and allows them to focus on 
more complex and strategic securi-
ty issues. High-fidelity automation 
can speed up mean time to detect 
(MTTD) and mean time to respond 
(MTTR), reducing the impact of cy-
berattacks and minimizing vulner-
ability windows.

• 	Threat Intelligence Analysis – 
Proactive threat intelligence and 
predictive analytics are essential 

»

https://www.wired.com/story/generative-ai-prompt-injection-hacking/
https://developer.nvidia.com/blog/securing-llm-systems-against-prompt-injection/
https://developer.nvidia.com/blog/securing-llm-systems-against-prompt-injection/
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1.	 Unit 42. “2024 Unit 42 Incident Response Report: 
Navigating the Shift in Cybersecurity Threat Tactics.” 
Palo Alto Networks, 20 February 2024.

2.	 Burgess, Matt. “Generative AI’s Biggest Security Flaw 
Is Not Easy to Fix.” Wired, 6 September 2023.

3.	 Harang, Rich. “Securing LLM Systems Against Prompt 
Injection.” NVIDIA, 3 August 2023.

• 	Foster a culture of cybersecurity 
awareness: Educating employees 
about the risks and best practices 
related to AI-driven cyberattacks 
can strengthen the organization's 
overall security posture.

• 	Stay updated with evolving 
AI technologies: Organizations 
should remain informed about 
emerging AI technologies and 
their potential applications in 
both offensive and defensive cy-
bersecurity efforts.

Harnessing AI Against 
Cyberthreats

In the ever-evolving landscape of cy-
bersecurity, organizations must ac-
knowledge the increasing use of AI 
by adversaries in cyberattacks. Har-
nessing AI for defense is no longer an 
option but a necessity to protect sensi-
tive data, systems and infrastructure.

By leveraging AI for threat detec-
tion, implementing AI-powered de-
fense systems and adopting proac-
tive threat intelligence, organizations 
can strengthen their cybersecurity 
defenses and stay resilient against 
AI-driven attacks. Embracing AI in 
the cybersecurity landscape is not 
just about keeping up with adversar-
ies; it is about staying one step ahead 
in the battle against cyberthreats.

The Dark Side of AI 
in Cybersecurity — 
AI-Generated Malware
By Dena De Angelo

As artificial intelligence (AI) contin-
ues to evolve at an unprecedented 
pace, its impact on the cybersecurity 
landscape is becoming increasingly 
apparent. While AI has the poten-
tial to revolutionize threat detection 
and defense strategies, it can also 
be exploited by malicious actors to 
create more sophisticated and eva-
sive threats. In a thought-provoking 
interview on the Threat Vector pod-
cast, Palo Alto Networks researchers, 
Bar Matalon and Rem Dudas, shed 
light on their groundbreaking re-
search into AI-generated malware 
and their predictions for the future 
of AI in cybersecurity. 

Unraveling the Complexity of 
AI-Generated Malware

When asked about the possibility 
of AI generating malware, Dudas 
responded unequivocally, stating, 
"The answer is yes. And there is a 
bit of a longer version for that an-
swer. It's a lot more complex than 
it seems at first." The researchers 
embarked on a journey to generate 
malware samples based on MITRE 
ATT&CK techniques, and while the 
initial results were lackluster, they 
persevered and eventually generat-
ed samples that were both sophisti-
cated and alarming. Dudas explains 
their process further:

“The main stage after the basic 
tinkering with the AI models was 
trying to generate malware samples 
that perform specific tasks based on 
MITRE techniques. If you're familiar 
with those, for example, we would »

https://thecyberwire.com/podcasts/threat-vector
https://thecyberwire.com/podcasts/threat-vector
https://www.paloaltonetworks.com/cortex/cortex-xdr/mitre
https://www.paloaltonetworks.com/cortex/cortex-xdr/mitre
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• 	Obfuscation – The malware em-
ploys various techniques to conceal 
its true functionality, such as dead 
code insertion, register renaming 
and instruction substitution.

• 	Functionality Preservation – 
Despite the constant changes in 
its code, polymorphic malware 
retains its original malicious func-
tionality.

• 	Harder to Detect and Analyze 
– Due to its changing nature, poly-
morphic malware is more chal-
lenging for antivirus software to 
detect and for security researchers 
to analyze and understand.

The Evolution of Phishing and 
Scamming

Dudas also foresees a significant 
transformation in the area of phish-
ing and scamming, due to the ad-
vanced natural language capabilities 
of large language models (LLMs). He 
explains:

"Since LLMs usually sound so nat-
ural to end users, I'd say the field of 
phishing and scamming will undergo 
the biggest alteration. For example, 
weird grammar, a sense of urgency 
and pressure, as well as spelling er-
rors are the easiest ways to recognize 
a phishing email. With LLMs, these 
telltale signs are a thing of the past. 
You could generate an entire con-
vincing campaign from scratch in no 
time with a basic understanding of 
what makes people tick, even if you 
do not speak the language."

AI algorithms can analyze vast 
amounts of publicly available 
data to create highly personalized 
phishing emails, tailored to specific 

like to generate a sample that does 
credential gathering from Chromi-
um browsers. So, we tried generating 
those, and for each technique that 
we found interesting, we tried gener-
ating a specific sample. We did that 
for different operating systems – for 
Windows, macOS and Linux. And, we 
tested all of those samples against 
our product [Cortex], as well. That 
was the first stage I'd say.”

Impersonation and 
Psychological Warfare

One of the most disconcerting dis-
coveries made by the researchers 
was the ability of AI models to im-
personate specific threat actors and 
malware families with uncanny 
accuracy. By providing the AI with 
open-source materials, such as arti-
cles analyzing malware campaigns, 
the researchers were able to gener-
ate malware that closely resembled 
known threats, like the Bumblebee 
web shell.1

Dudas predicts that "Imperson-
ation and psychological warfare will 
be a big thing in the coming years," 
He cautions:

"...if you've tried asking generative 
AI to write a letter like Jane Austen 
would, the results are scary. Similar-
ly, threat actors can impersonate oth-
ers and plant false flags for research-
ers to uncover. I mean, that's purely 
speculative at this point, but imagine 
a nation actor with ill intent using 
psychological warfare, mimicking 
another nation's arsenal, kit or mal-
ware and planting false flags, trying 
to make it look as if another country 
or another threat actor made a spe-
cific attack. It opens the door for a 

lot of nasty business and makes at-
tribution and detection pretty diffi-
cult for the defending side.”

The Perils of Polymorphic 
Malware

Another alarming trend highlight-
ed by the researchers is the poten-
tial for AI to generate a vast array 
of malware variants with similar 
functionalities and overwhelming 
security professionals. Dudas warns, 
"Polymorphic malware – giving 
LLMs snippets of malware source 
code – could lead to a staggering 
amount of slightly different samples 
with similar functionalities that will 
overwhelm researchers."

This proliferation of polymor-
phic malware, combined with the 
increasing sophistication of AI-gen-
erated threats, could render tradi-
tional signature-based detection 
methods obsolete. As Dudas puts 
it, "Signature-based engines are dy-
ing. Detecting malware based on 
specific strings or other identifiers 
is already too wide a net. With the 
addition of polymorphy and auto-
matically generated malware, this 
net could be torn completely."

Key characteristics of polymorphic 
malware include:
•	 Mutation – The malware auto-

matically modifies its code each 
time it replicates or infects a new 
system, making it difficult for sig-
nature-based detection methods 
to identify it.

• 	Encryption – Polymorphic mal-
ware often uses encryption to 
hide its payload, further compli-
cating detection and analysis. »

https://unit42.paloaltonetworks.com/bumblebee-webshell-xhunt-campaign/
https://unit42.paloaltonetworks.com/bumblebee-webshell-xhunt-campaign/
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have been trained on content and 
material related to threat research...
will be able to perform the same 
analysis tasks as researchers and 
will yield quality results in much 
shorter time frames."

This application of AI could poten-
tially level the playing field and em-
power cybersecurity professionals 
to stay ahead of the security curve.

The insightful research conducted 
by Bar Matalon and Rem Dudas 
serves as a clarion call for the 
cybersecurity community. As we 
navigate the uncharted waters of 
an AI-driven threat landscape, it is 
imperative that we remain vigilant, 
adaptable and proactive in our ap-
proach to defense. By harnessing 
the power of AI in our own security 
tools and strategies, we can fortify 
our defenses and stay one step ahead 
of the malicious actors seeking to 
exploit this transformative technolo-
gy. As Matalon aptly puts it, "Maybe 
that's the way we'll do that in the fu-
ture – that the best solution for a bad 
person with an AI model is the good 
person with an AI model. Right?"

individuals, increasing the likelihood 
of the recipient falling for the scam. 
AI-powered natural language genera-
tion (NLG) can create convincing and 
contextually relevant phishing emails 
that mimic human writing styles, 
complete with proper grammar and 
tone, making it harder for recipients 
to identify them as fraudulent.

Likewise, AI-driven chatbots and 
voice synthesis can be used to create 
realistic conversational interactions, 
tricking victims into divulging sen-
sitive information or performing 
actions that benefit the scammer. 
Deepfakes, generated by AI, can pro-
duce fake audio and video content, 
such as impersonating a company 
executive or creating a false sense 
of urgency to manipulate victims 
into complying with the scammer's 
demands. AI can also analyze data 
on user behavior, such as when they 
are most likely to open and respond 
to emails, allowing scammers to op-
timize the timing and targeting of 
their phishing campaigns for maxi-
mum impact.

Fortifying Defenses Against 
AI-Generated Malware

To combat the rising threat of 
AI-generated malware, Bar Matalon 
advises investing in cutting-edge 
tools that employ dynamic detec-
tions and behavioral rules, such as 
Palo Alto Networks Cortex XDR or 
Cortex XSIAM. He emphasizes, "I 
think one of the best practices for 
organizations is to invest in ad-
vanced tools that leverage dynam-
ic detections and behavior rules 
to detect all these new threats and 
stop them."

These AI-powered systems 
can identify and neutralize nov-
el threats by analyzing program 
behaviors and connections in re-
al-time. Matalon predicts, "Security 
tools will increasingly leverage AI 
to dynamically identify new threats 
and stop them," highlighting the 
critical role AI will play in bolster-
ing cybersecurity defenses.

The Shifting Landscape of 
Cybersecurity

As AI becomes more ubiquitous, the 
cybersecurity landscape is poised 
for significant disruption. Matalon 
cautions, "AI will help people with 
less technical knowledge become 
cyberthreats, lowering the barriers 
for more threat actors to join." He 
further predicts, "AI will be used to 
create lots of new types of malware, 
flooding the digital world with dif-
ferent threats," and "...threat actors 
will use AI to automate their work 
and be much more effective." This 
will lead to an increase in the vol-
ume and sophistication of attacks. 
Moreover, Matalon warns, "It would 
be much harder for researchers to 
attribute an attack to the threat actor 
behind it, since it would be possible 
to mimic another actor's tools and 
TTPs."

The Promise of AI in Threat 
Detection

Despite the daunting challenges 
posed by AI-generated malware, 
Dudas believes that AI will also 
play a pivotal role in enhancing 
threat detection capabilities. He 
envisions a future where "'Cyber-
security researchers' models that 
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AI in Cyber Is Here 
to Stay — How to 
Weather This  
Sea Change
By Dena De Angelo

In this article, we interviewed Jon 
Huebner, an extended expertise 
engineer and consultant for Cortex 
XSIAM® at Palo Alto Networks, who 
shared his insights and predictions 
on the impact of AI in this domain.

Foreseeing a Shifting Job 
Market and Workflows

One of Huebner’s top predictions 
is that AI will massively affect the 
job market and how developers and 
engineers work, especially within 
enterprises. As AI becomes more in-
tegrated into cybersecurity tools and 
processes, it will likely lead to signif-
icant shifts in the way cybersecurity 
practitioners operate. Huebner elab-
orates further:

“It's also going to affect the security 
of enterprises, of how people use 
them, how people share their data. 
Both good and bad ways. It's going to 
affect productivity in a massive way. 
A lot of these cloud services will also 
go through some changes because a 
lot of that compute power needs to 
be purchased. It needs to run on a 
lot of resources. It gets warm, it's a 
great space heater, and then it's also 
going to start to impact if companies 
are hosting their own local LLMs for 
security, for fine-tuning reasons, and 
how they're going to be training their 
own models.”

One of the primary ways AI is pro-
jected to transform cybersecurity is 
by automating many of the repeti-
tive and time-consuming tasks cur-
rently performed by humans. This 
includes tasks, such as log analysis 
and incident response. By automat-
ing these tasks, AI will allow cyberse-
curity practitioners to focus on more 
strategic and complex issues, such 
as developing new security architec-
tures and forensic investigations.

ISC² or the International Informa-
tion System Security Certification 
Consortium (a non-profit organization 
that specializes in training and certifi-
cations for cybersecurity profession-
als) surveyed cybersecurity profes-
sionals worldwide to understand the 
impact of emerging technologies, in-
cluding AI, on their roles and respon-
sibilities.

Their Cybersecurity Workforce 
Study, 20221 found that while AI is 
seen as a valuable tool for improv-
ing cybersecurity, many profession-
als are concerned about the poten-
tial for AI to be used maliciously 
and the need for new skills and 
knowledge to work effectively with 
these systems. They will need to 
understand how AI systems work, 
how to interpret their outputs, and 
how to ensure that they are oper-
ating effectively and ethically. This 
may require cybersecurity profes-
sionals to develop expertise in oth-
er areas, such as machine learning, 
data science and ethics, as the tech-
nology matures.

Another potential shift in job 
roles and responsibilities may oc-
cur as AI takes over certain tasks, 
freeing up cybersecurity profes-
sionals to focus on more strategic 
initiatives. For example, as AI im-
proves in its ability to detect and 
respond to threats, cybersecurity 
analysts may spend more time on 
proactive measures, such as threat 
hunting and risk assessment.

Huebner also highlighted the 
potential implications of AI on en-
terprise security and data sharing 
practices, noting, "It's also going to »

https://www.isc2.org/Research/Workforce-Stud
https://www.isc2.org/Research/Workforce-Stud
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audits and updates, as well as main-
taining human oversight and inter-
vention capabilities. Transparency, 
explainability and ethical consider-
ations should be prioritized in the 
development and deployment of AI-
based security systems.

LLMs Can Do Some Heavy 
Lifting

Productivity is another area where 
Huebner expects AI to have a pro-
found impact. He predicts, "Productiv-
ity is going to improve as these LLMs 
help out." Large language models2 
(LLMs) and other AI technologies are 
poised to streamline processes, aug-
ment human capabilities, and boost 
overall productivity in various sec-
tors, including cybersecurity.

Large language models (LLMs) 
are becoming increasingly valuable 
tools for cybersecurity profession-
als, particularly in the context of 
incident response. When a cyber-
attack occurs, defenders often face 
the challenge of quickly piecing 
together information from various 
sources to understand the scope 
and nature of the threat. LLMs can 
greatly assist in this process by 
rapidly analyzing vast amounts of 
data, such as system logs, network 
traffic and threat intelligence feeds.

These AI-powered models can iden-
tify relevant patterns, anomalies and 
indicators of compromise, providing 
defenders with a clearer picture of 
the ongoing attack. Moreover, LLMs 
can translate complex technical data 
into plain language summaries, mak-
ing it easier for incident responders 
to communicate findings and coordi-
nate their efforts effectively.

affect the security of enterprises, of 
how people use them, how people 
share their data. Both good and bad 
ways." The integration of AI into cy-
bersecurity systems could enhance 
security measures, but it also opens 
up new avenues for potential mis-
use and vulnerabilities:
•	 AI-Powered Cyberattacks

›	 Adversarial AI can be used to 
automate and scale cyberattacks, 
making them more difficult to 
detect and defend against.

›	 Attackers can leverage AI to 
identify and exploit vulnerabil-
ities in systems and networks 
more efficiently.

›	 AI-generated phishing emails and 
social engineering attacks can be 
more convincing and harder for 
humans and traditional security 
systems to identify.

• 	Poisoning and Evasion of AI 
Models
› 	Attackers can manipulate the 

training data of AI models, 
leading to incorrect classifica-
tions or behaviors (data poi-
soning attacks).

› 	Adversarial examples can be 
crafted to deceive AI models 
and evade detection, compro-
mising the integrity of AI-based 
security systems.

•	 Lack of Transparency and 
Explainability
› 	The opaque nature of some AI 

models, particularly deep learn-
ing systems, can make it dif-
ficult to understand how they 
arrive at decisions, leading to 
potential biases or errors that 
could be exploited.

› 	The lack of explainability in 
AI-driven security systems can 
make it challenging to audit and 
trust their decisions.

•	 Insider Threats and Misuse of 
AI Tools
› 	Insiders with access to AI-

powered security tools could 
misuse them for malicious pur-
poses, such as espionage, sabo-
tage or data theft.

› 	Insider knowledge of AI systems 
could be used to manipulate or 
bypass security measures.

•	 Privacy and Data Protection 
Concerns
› 	AI-driven security systems often 

require vast amounts of data for 
training and operation, raising 
concerns about data privacy and 
potential breaches.

› 	The collection and storage of 
sensitive data for AI-based se-
curity could create new targets 
for attackers.

•	 Over Reliance on AI and 
Automation
› 	Organizations may become 

overly dependent on AI-driven 
security solutions, leading to a 
false sense of security and po-
tentially overlooking human ex-
pertise and intuition.

› 	Over reliance on automation 
could lead to delayed or ineffec-
tive responses to novel or com-
plex threats that require human 
intervention.

To mitigate these risks, it is crucial 
for organizations to adopt a holistic 
approach to AI-driven cybersecu-
rity. This includes rigorous testing 
and validation of AI models, regular »

https://www.paloaltonetworks.com/blog/2024/04/ai-cybersecurity-and-large-language-models/
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The Impact of AI on Cloud 
Computing Infrastructure  
and Services

Further in the conversation, Huebner 
touched upon the impact of AI on 
cloud services, stating, "A lot of those 
cloud services will also go through 
some changes because a lot of those 
compute power that needs to be pur-
chased. It needs to run."

The increasing demand for com-
putational resources to power AI 
models and systems could drive 
changes in cloud service offerings 
and pricing models. As AI becomes 
more integral to various industries 
and applications, the need for ro-
bust, scalable and cost-effective 
computing infrastructure will con-
tinue to grow. To meet this demand, 
cloud service providers are likely 
to develop more specialized AI-
focused offerings:
•	 AI-Optimized Hardware – 

Cloud providers may invest in 
hardware specifically designed to 
accelerate AI workloads, such as 
GPUs, TPUs and FPGAs, to provide 
better performance and efficiency 
for AI models.

• 	Pre-Trained Models and AI 
Services – Providers may offer a 
wider range of pretrained AI mod-
els and APIs, allowing businesses 
to easily integrate AI capabilities 
into their applications without the 
need for extensive in-house exper-
tise or infrastructure.

•	 Hybrid and Edge Computing 
Solutions – To address latency 
and data privacy concerns, cloud 
providers may expand their hy-
brid and edge computing offer-
ings, enabling AI workloads to be 
processed closer to the data source.

• 	Flexible Pricing Models – As AI 
workloads can be computationally 
intensive and vary in resource re-
quirements, cloud providers may 
introduce more flexible and granu-
lar pricing models, such as server-
less computing and pay-per-use op-
tions, to help businesses optimize 
costs based on their specific needs.

• 	Collaboration and Data Shar-
ing Platforms – Cloud providers 
may develop secure platforms that 
facilitate collaboration and data 
sharing among organizations, re-
searchers and developers working 
on AI projects, fostering innova-
tion and accelerating progress in 
the field.

Enhancing the Detection of 
Custom Attack Prevention  
and Ensuring Responsible 
Implementation

Addressing the application of AI 
in cybersecurity, Huebner acknowl-
edged the limitations of current ap-
proaches: "A lot of people want it to 
be that magic black box that is just 
going to spit out, ‘Hey, this is an alert 
based off of these log sources, but I 
don't think that's fully accurate at 
this time.’" He emphasized that AI is 
currently focused on grouping and 
finding similarities between securi-
ty events, optimizing analyst work-
flows, and reducing workloads.

Looking ahead, Huebner envi-
sioned AI enabling better detec-
tions and more customized solu-
tions. "As we get more data, as we 
find more use cases for these AIs 
and LLMs, we're going to start to 
find new ways for cybersecurity 
to take off," he predicted. When it 
comes to specific threats, Huebner 
believes AI-powered systems will 

be particularly effective at detecting 
and preventing tailored and custom 
attacks. He explains:

"I think a lot of them are going 
to be more tailored and custom at-
tacks. We're seeing a lot more at-
tackers using AIs, but defensively, 
these systems are able to detect 
when it's a more custom attack, and 
flag it and raise the severity, and 
make sure it's more seen and more 
visible, and handled accordingly."

Spy Vs. Spy

Huebner also acknowledged the 
possibility of AI being used by at-
tackers against one another, creat-
ing a "battle" for control and steal-
ing code, stating:

"We've actually seen some of that 
just starting already as well. Some 
of these codes are kind of… poison-
ing other models. They're poisoning 
other attackers. They're trying to en-
sure that they're the only ones that 
create, generate and use the code 
that they create, and then poison 
everyone else's model. So they're get-
ting something different.”

To protect AI models from ad-
versarial attacks and evasion tech-
niques, Huebner underscored the 
importance of a robust security pos-
ture and defense-in-depth approach:

"Having the right security, the 
right security posture and then de-
fense in depth – it's pretty much a 
lot of those products are out there in 
the security market. A lot of the se-
curity is there. It's really doing that 
security in depth and having a solid 
cybersecurity group or team on your 
side that understands what these at-
tacks could be." »
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Huebner also discussed key per-
formance metrics for evaluating the 
effectiveness of AI-powered security 
solutions, highlighting mean time to 
respond (MTTR) and the duration of 
open incidents as crucial factors. He 
stresses the importance of measuring 
analyst productivity, false positives and 
wasted time, noting that these metrics 
may vary across organizations due to 
specific nuances and workflows.

Lastly, Huebner stressed the signifi-
cance of proper training and engineer-
ing processes to ensure AI models are 
implemented responsibly and trans-
parently in security systems: "I believe 
a lot of this is going to come down to 
training and your engineering team; 
how they're building their things and 
how they're doing it. It's coming and it 
would really need to be a process and 
workflow that's built from the ground 
up." He emphasized the need for rigor-
ous data verification, tailored models 
and well-defined processes.

In conclusion, Jon's predictions and 
insights underscore the transforma-
tive potential of AI in cybersecurity, 
while also highlighting the challeng-
es and considerations that security 
practitioners must address. As AI 
continues to advance, staying vigi-
lant, adapting defenses and fostering 
responsible implementation will be 
paramount in navigating the evolving 
threat landscape.
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Three Principles  
of Data Security in 
the AI Era
By Dan Benjamin

AI hype and adoption is seemingly 
at an all-time high with nearly 70% 
of respondents to a recent S&P 
report on Global AI Trends1 saying 
they have at least one AI project in 
production. While the promise of 
AI can fundamentally reshape busi-
ness operations, it has also created 
new risk vectors and opened the 
doors to nefarious individuals that 
most enterprises are not currently 
equipped to mitigate.

In the last 6 months, three re-
ports (S&P Global's 2023 Global 
Trends in AI report,2 Foundry’s 
2023 AI Priorities Study,3 and For-
rester’s report Security And Privacy 
Concerns Are The Biggest Barriers 
To Adopting Generative AI4) all had 
the same findings: data security is 
the top challenge and barrier for 
organizations looking to adopt and 
implement generative AI. The surg-
ing interest in implementing AI 
has directly increased the volume 
of data that organizations store 
across their cloud environments. 
Unsurprisingly, the more data that 
is stored, accessed and processed 
across different cloud architectures 
that typically also span different 
geographic jurisdictions, the more 
security and privacy risks arise. »

https://www.weka.io/resources/analyst-report/2023-global-trends-in-ai/
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If organizations don’t have the 
right protections in place, they in-
stantly become a prime target for 
cybercriminals which according to 
a Unit 42 2024 Incident Response 
Report5 are increasing the speed at 
which they steal data with 45% of 
attackers exfiltrating data in less 
than a day after compromise. As we 
enter this new “AI era” where data 
is the lifeblood, the organizations 
that understand and prioritize data 
security will be in pole position to 
safely pursue all that AI has to offer 
without fear of future ramifications.

Developing the Foundation 
for an Effective Data Security 
Program

An effective data security program 
for this new AI era can be broken 
down into three principles:

Securing the AI: All AI deploy-
ments – including data, pipelines, 
and model output – cannot be se-
cured in isolation. Security pro-
grams need to account for the con-
text in which AI systems are used 
and their impact on sensitive data 
exposure, effective access, and regu-
latory compliance.

Securing the AI model itself 
means identifying model risks, over 
permissive access and data flow vi-
olations throughout the AI pipeline.

Securing from AI: Just like most 
new technologies, artificial intel-
ligence is a double-edged sword. 
Cyber criminals are increasingly 
turning to AI to generate and exe-
cute attacks at scale. Attackers are 

currently leveraging generative AI 
to create malicious software,6 draft 
convincing phishing emails and 
spread disinformation online via 
deep fakes. There’s also the pos-
sibility that attackers could com-
promise generative AI tools and 
large language models themselves. 
This could lead to data leakage, 
or perhaps poisoned results from 
impacted tools.

Securing with AI: How can AI 
become an integral part of your 
defense strategy? Embracing the 
technology for defense opens 
possibilities for defenders to an-
ticipate, track, and thwart cyber-
attacks to an unprecedented de-
gree. AI offers a streamlined way 
to sift through threats and priori-
tize which ones are most critical, 
saving security analysts countless 
hours. AI is also particularly effec-
tive at pattern recognition, mean-
ing threats that follow repetitive 

attack chains (such as ransom-
ware) could be stopped earlier.

By focusing on these three data se-
curity disciplines, organizations can 
confidently explore and innovate 
with AI without fear that they’ve 
opened the company up to risks.

While the promise of AI 
can fundamentally reshape 
business operations, it has also 
created new risk vectors and 
opened the doors to nefarious 
individuals that most 
enterprises are not currently 
equipped to mitigate.

https://www.paloaltonetworks.com/resources/research/unit-42-incident-response-report
https://www.paloaltonetworks.com/resources/research/unit-42-incident-response-report
https://www.reuters.com/technology/ai-being-used-hacking-misinfo-top-canadian-cyber-official-says-2023-07-20/
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AI Powers Sabre's 
Enhanced Threat 
Detection & Response
By Dena De Angelo

Precision AI™ by Palo Alto 
Networks Elevates  
Security Posture

As the cyberthreat landscape con-
tinues to evolve at an unprecedent-
ed pace, security teams are turning 
to artificial intelligence (AI) to bol-
ster their defense capabilities. Ac-
cording to research from Deloitte,1 
the market for AI-powered cyberse-
curity solutions is projected to reach 
a staggering $102.78 billion by the 
year 2032, underscoring the wide-
spread embrace and integration of 
AI technologies across the cyberse-
curity landscape.

Scott Moser, CISO at Sabre, a lead-
ing software technology company 
for the travel industry, shares his 
insights on how AI is transforming 
cybersecurity at his organization.

Sabre, headquartered in Texas, 
is the largest global distribution 
systems provider for air bookings 
and offers more than 200 hundred 
software products that enable the 
entire travel ecosystem from reser-
vations and revenue optimization 
to delivery. Moser joined Sabre in 
2019 to lead the company in mod-
ernizing its security tooling, fo-
cused on solving the complexity 
of a multi-vendor security environ-
ment with uncontrolled spending.

The Disruptive Potential of 
Generative AI

Moser acknowledges that, "AI is 
one of those fundamental technology 
changes that occurs in our lifetime 

that can rapidly alter how we live 
and how we conduct business." 
While some security leaders initial-
ly focused on governance concerns 
around AI usage, "those conversa-
tions have changed and deepened 
over time," to explore how generative 
AI can enhance security solutions.

However, the rise of generative 
AI also introduces new risks. Moser 
cautions, "Companies today are fac-
ing many significant and emerging 
threats against generative AI." He 
highlights the importance of, "appro-
priate control and understanding of 
where that data came from and how 
the data is being used," when train-
ing AI models and crafting prompts.

Despite the challenges, Moser 
firmly believes:

"AI actually creates an advantage 
for businesses and security companies. 
Ultimately, the use of AI is allowing us »

https://www2.deloitte.com/xe/en/pages/about-deloitte/articles/securing-the-future/ai-in-cybersecurity.html
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to respond faster to threats, to deter-
mine what those threats are, and then 
define remediation to any attacks that 
occur to us."

At Sabre, AI plays a pivotal role 
in enhancing security operations. 
Moser states, "We're using AI in 
our security solutions, both in solu-
tions that we acquire from our part-
ners, such as Palo Alto Networks, 
and also in solutions that we create 
ourselves that are able to do func-
tions faster than we ever were able 
to do them before."

Addressing the Talent Gap with 
Natural Language Processing

One significant hurdle security teams 
face is ensuring they have adequate 
staffing to effectively utilize the pleth-
ora of security tools at their disposal. 
According to a 2022 research study by 
Palo Alto Networks,2 77% of security 
leaders want to reduce the number of 
security vendors and tools they rely 
on. In the same report, 41% of global 
organizations work with 10 or more 
cybersecurity vendors, with vendors 
using almost 32 security tools/solu-
tions on average.

Moser sees AI as a potential solu-
tion, noting, "The ability for more 
team members to query firewalls 
and all of the security tools using 
natural language interface is ex-
tremely valuable in ensuring very 
quick response to security threats 
as well as getting better answers to 
the questions they ask."

Comprehensive Visibility and 
Control

As organizations increasingly adopt 
AI, Moser stresses the importance 

of implementing comprehensive 
visibility and control measures. 
This is because data can flow bi-
directionally, with internal employ-
ees accessing external AI tools and 
external customers or partners ac-
cessing the company's internal AI 
tools. This two-way data flow cre-
ates potential security risks that 
must be addressed through proper 
monitoring and access controls. 
Moser stresses, "First of all, the abil-
ity to identify what generative AI is 
in use by the employees of our com-
pany is critically important. Sec-
ondly, the deployment of security 
policies surrounding the access and 
use of those generative AI technol-
ogies will be extremely important."

Moreover, Moser underscores the 
importance of actively detecting and 
preventing threats targeting an orga-
nization's own AI implementations, 
stating, "Perhaps most important 
though is the ability to detect and to 
prevent threats against our own use 
of generative AI in our environment."

Precision AI Technology in the 
Security Operations Center (SOC)

With Cortex XDR's cloud-deliv-
ered architecture and lightweight 
agent, Sabre rapidly rolled out the 
solution to thousands of endpoints 
across their environment. Once de-
ployed, Cortex XDR ingested data 
from across the organization to 
begin looking for attack behavior. 
Utilizing Precision AI technology, 
Cortex XDR applies machine learn-
ing models precisely tuned to de-
tect malicious activity, uncovering 
threats within Sabre's specific envi-
ronment and providing prioritized, 
actionable alerts and context. He 
explains further:

“Most recently, we deployed Cortex 
XDR replacing our previous endpoint 
security solution. That was by far the 
fastest deployment of any security 
tool that we've had over many years. 
Achieving 85% deployment in only a 
matter of three months over an envi-
ronment of almost 40,000 endpoints. 
The partnership and the assistance 

Recently, Palo Alto Networks 
announced Precision AI, the 
proprietary AI system that 
helps security teams trust AI 
outcomes by using rich data 
and security-specific models 
to automate detection, 
prevention and remediation.

»

https://start.paloaltonetworks.com/whats-next-in-cyber-report
https://start.paloaltonetworks.com/whats-next-in-cyber-report
https://www.paloaltonetworks.com/cortex/cortex-xdr
https://www.paloaltonetworks.com/precision-ai-security
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that we've gained from Palo Alto 
Networks has significantly improved 
the maturity of our security program 
across the board.

As security leaders, we understand 
that the speed and complexity of at-
tacks will continue to increase each 
and every year. We know that it's 
critically important that the security 
solutions we put in place are tightly 
integrated with security orchestra-
tion and automation tools. And so 
the use of this automation is our way 
of staying ahead of attackers to be 
able to detect, respond and mitigate 
the threats against us.”

He highlights the pivotal role by 
Palo Alto Networks in enhancing 
Sabre's security maturity, stating, 
"Palo Alto Networks has helped us 
continually mature our own secu-
rity program over time, and at the 
same time to reduce the impact of 
security threats that we face."

Embracing Automation and 
Integration

As the speed and complexity of cyber-
attacks intensify, Moser emphasizes 

the criticality of tightly integrating 
security solutions with orchestration 
and automation tools. He declares:

"We understand that the speed 
and complexity of attacks will con-
tinue to increase each and every 
year. We know that it's critically im-
portant that the security solutions 
we put in place are tightly integrat-
ed with security orchestration and 
automation tools."

While machine learning and au-
tomation will certainly enhance out-
comes, such as response times, accu-
racy and remediation, especially for 
repetitive tasks, attracting, training 
and retaining skilled security per-
sonnel (including engineers, an-
alysts and architects) must be an 
integral part of any comprehensive 
security strategy. By leveraging auto-
mation technologies, organizations 
can optimize their efforts in protect-
ing the business.

The Future Looks Bright

Under Moser’s leadership, Sabre 
has seen reduced and controlled ex-
penditures, decreased complexity 

through platformization, and 
achieved heightened alignment 
across the organization. The com-
prehensive and effective security 
posture of Sabre today is a testa-
ment to his dedication and exper-
tise in the field.

Moser concludes with a powerful 
statement:

"The use of this automation is our 
way of staying ahead of attackers 
to be able to detect, respond, and 
mitigate the threats against us. And, 
combined with Cortex XDR’s Preci-
sion AI, we have the added power of 
machine learning, deep learning and 
generative AI to ensure real-time 
security for even greater, more effi-
cient security outcomes."

In the ever-evolving cybersecu-
rity battleground, AI emerges as a 
game-changing force, empowering 
organizations to enhance their de-
fenses, accelerate threat detection 
and response, and fortify their 
overall security posture. As trail-
blazers like Sabre embrace the 
power of AI, they pave the way for 
a future where human ingenuity 
and artificial intelligence converge 
to safeguard digital frontiers.

1.	 Charife, Tamer, and Michael Mossad. “AI in 
cybersecurity: A double-edged sword.” Deloitte, 2023.

2.	 “What's Next in Cyber, A Global Executive Pulse 
Check.” Palo Alto Networks, December 2022.

 Dena De Angelo is a 
content marketing 
manager at Palo  
Alto Networks

https://www.paloaltonetworks.com/resources/ebooks/practical-guide-secops-automation
https://www.paloaltonetworks.com/why-paloaltonetworks/consolidation
https://youtu.be/mpcxmevT44k?si=fVoNrdEHYmrb2nFN
https://youtu.be/mpcxmevT44k?si=fVoNrdEHYmrb2nFN
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Today’s Attack Trends 
— Unit 42 Incident 
Response Report
By Wendi Whitmore

Each year, Unit 42 Incident Response 
and Threat Intelligence teams help 
hundreds of organizations assess, 
respond and recover from cyberat-
tacks. Along the way, we collect data 
about these incidents.

Our 2024 Unit 42 Incident Response 
Report1 will help you understand the 
threats that matter. It's based on real 
incident data and our security consul-
tants' experience.

Read the report to learn how to 
safeguard your organization's assets 
and operations:
•	 Threat actors, their methods and 

their targets.
• 	Statistics and data about the inci-

dents our team worked on.

• 	A spotlight on the Muddled Libra 
threat group – one of the most dam-
aging ransomware groups today.

• 	How artificial intelligence affects cy-
bersecurity now and in the future.

• 	In-depth recommendations for 
leaders and defenders.

As an executive responsible for 
safeguarding your organization, 
you'll find analysis and recommen-
dations to help you make strategic 
decisions about where to invest 
your time, resources and budget.

Use the following takeaways to 
start a conversation with your lead-
ership team and encourage them 
to download the 2024 Unit 42 Inci-
dent Response Report to review the 
expert analysis in full.

Key Takeaway — Speed Is Critical

Speed matters. Attackers are acting 
faster, not only at identifying vulner-
abilities to exploit, but also stealing 
data after they do:

• 	In 2023, the median time from 
compromise to data exfiltration 
fell to just two days, which is 
much faster than the nine days we 
observed in 2021.

• 	In approximately 45% of cases 
this year, attackers exfiltrated data 
within a day of compromise.

• 	For non-extortion-related incidents 
in 2022 and 2023, the median time 
to data exfiltration has consistently 
remained under one day, meaning 
defenders must react to a ransom 
attack in less than 24 hours.

Attacker "dwell time" (the dura-
tion between when an attacker was 
detected and the earliest evidence 
of their presence) has also acceler-
ated. The median dwell time was 
just 13 days in 2023 – half of what 
it was in 2021.

But, that's not necessarily a bad 
thing. Other data in our report in-
dicates it may be that defenders 
are improving. »

https://www.paloaltonetworks.com/resources/research/unit-42-incident-response-report
https://www.paloaltonetworks.com/resources/research/unit-42-incident-response-report
https://www.paloaltonetworks.com/resources/research/unit-42-incident-response-report
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Key Takeaway – Software 
Vulnerabilities Remain 
Important

In 2023, attackers used internet-fac-
ing vulnerabilities to get into sys-
tems more often. This tactic occurred 
in 38.6% of our IR cases, making it 
the leading method of initial access.

Vulnerability exploitation sur-
passed phishing as the leading initial 
access method. Exploiting weakness-
es in web applications and inter-
net-facing software played a signifi-
cant role in some of the largest and 
most automated cyberattacks.

This change emphasizes the im-
portance of good patching practices 
and attack surface reduction. While 
that work can be challenging for 
large organizations to implement 

comprehensively, organizations 
must act swiftly and use multiple 
layers of defense to protect them-
selves. If you don't find and fix the 
exposure, attackers will.

Key Takeaway – Threat  
Actors Continue to Use 
Sophisticated Approaches

Cyberthreat actors are adopting so-
phisticated strategies, organizing 
into specialized teams and effec-
tively leveraging IT, cloud and se-
curity tools. They've become more 
efficient, defining and repeating pro-
cesses for quicker results.

Attackers are now using defend-
ers' own security tools against them, 
compromising highly privileged ac-
counts and infrastructure to access 
tools and move within their target 

network. Vigilance and proactive 
defense are crucial as threat actors 
adapt and innovate.

Five Recommendations to Better 
Protect Your Organization  
from Cyberthreats in 2024

Here are five key recommendations 
from our cybersecurity consultants 
to enhance your cybersecurity pos-
ture based on our insights from 
2023's cyber incidents:
1.	 Improve Organizational Visi-

bility: Prioritize comprehensive 
visibility across your network, 
cloud and endpoints. Active-
ly monitor unmonitored areas, 
manage vulnerabilities effective-
ly with robust patch management 
and secure internet-exposed re-
sources such as remote desktops 

Figure 1: Initial access vectors per year, from 2021 through 2023

»
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and cloud workloads. Insufficient 
and incomprehensive visibility 
makes incidents more frequent 
and more severe.

2.	 Simplify: Streamline the com-
plexity of cybersecurity oper-
ations by consolidating point 
products. Centralize and correlate 
security telemetry data from vari-
ous sources into an analytics plat-
form. The best strategy enhances 
threat detection and response 
efficiency with machine learning 
(ML) and analytics.

3.	 Enforce Zero Trust Princi-
ples: Implement a Zero Trust 
security strategy. Deploy ro-
bust authentication methods, 
network segmentation, lateral 
movement prevention, Layer 
7 threat prevention and the 
principle of least privilege. 

Prioritize comprehensive mul-
tifactor authentication (MFA), 
passwordless solutions and 
single sign-on (SSO). Regular-
ly audit and update authenti-
cation systems.

4.	 Control Application Access: 
Control application usage and 
eliminate implicit trust between 
application components. Restrict 
access to specific applications, es-
pecially those exploited by threat 
actors. Emphasize monitoring 
and alerting on remote manage-
ment applications and unsanc-
tioned file-hosting services.

5.	 Segment Networks: Employ 
network segmentation to reduce 
the attack surface and confine 
breaches to isolated zones. Im-
plement Zero Trust network ac-
cess (ZTNA) to verify users and 

grant access based on identity 
and context policies to ensure 
users or devices are not trusted 
until continuously verified.

In addition to the findings out-
lined here, the report spotlights cur-
rent threats as well as the impact of 
emerging technologies, including 
artificial intelligence (AI) Social En-
gineering, Large Language Models 
(LLMs), DevSec and DevSecOps, as 
well as the continued use of cloud-
based technologies.

1.	 Unit 42. “2024 Unit 42 Incident Response Report: 
Navigating the Shift in Cybersecurity Threat Tactics.” 
Palo Alto Networks, 20 February 2024.

 
Wendi Whitmore is 
SVP of Unit 42 at  
Palo Alto Networks

Download the complete 2024 Unit 42 Incident  
Response Report to learn more in-depth  
recommendations for improving your security  
posture and focus on the risks you need to mitigate.
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